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(57) ABSTRACT

An imaging element having a layered structure including a
first chip having a pixel portion in which pixels for photo-
electrically converting an optical image of an object and
generating a pixel signal are arranged two-dimensionally
and a second chip in which a drive means of the pixel portion
is arranged, and having a first output path to output the pixel
signals of at least a first pixel group in the pixel portion and
a second output path to output the pixel signals of a second
pixel group, comprises the a conversion means for convert-
ing the pixel signals of the first and second output paths into
digital signals and a control information generation means
for generating control information of a photographing opera-
tion of the object by using the digital signal converted by the
conversion means, wherein at least a part of the conversion
means is arranged in the first chip.
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IMAGING ELEMENT, IMAGING
APPARATUS, ITS CONTROL METHOD, AND
CONTROL PROGRAM

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an imaging ele-
ment having a layered structure and an imaging apparatus
having the imaging element and, more particularly, to an
imaging element having such a construction that an evalu-
ation value for photometry, distance measurement, and the
like are detected in accordance with image data.

Description of the Related Art

[0002] In the related arts, when obtaining position infor-
mation of an object which is used in focus control in an
imaging apparatus, the position information is obtained on
the basis of an image signal which is output from an imaging
element. There is also used a method whereby an optical
signal from an object is directly input to a dedicated detect-
ing apparatus and position information is obtained on the
basis of a phase difference in an image shown by the optical
signal. In the case of obtaining position information on the
basis of image data, since the dedicated detecting apparatus
is unnecessary, the imaging apparatus can be miniaturized.
[0003] FIG. 16 is a diagram for describing timing for the
autofocus image pickup operation (AF evaluation image
pickup) at the time of a live view in the imaging apparatus
in the related arts. As illustrated in the diagram, in the
imaging apparatus in the related arts, image pickup timing is
specified by a vertical sync signal (Vertical Driving Pulse:
VD). When an AF control signal is turned on, an image for
AF evaluation is picked up in response to the VD after a live
view image pickup period. When the AF control signal is
turned off, the apparatus enters the live view image pickup
period again.

[0004] As mentioned above, since the live view image
pickup period for obtaining the image for live view and the
AF operation period for obtaining the image for AF evalu-
ation are serially arranged along a time base, the image for
live view and the image for AF evaluation are not simulta-
neously picked up. Therefore, as illustrated in the diagram,
since the image for AF evaluation is picked up for the AF
operation period locating between the image pickup periods
(frames) of the image for live view, a time lag exists between
the image for live view and the image for AF evaluation.
[0005] In addition, although the live view display is per-
formed even when the image for AF evaluation is picked up,
at this time, the live view display is performed on the basis
of the image for AF evaluation. As illustrated in FIG. 7,
when the image for AF evaluation is picked up, since a frame
rate is set to be higher than the live view image pickup
period, a thinning-out rate in the read-out of the imaging
element is high and a deterioration in image quality cannot
be avoided.

[0006] In order to avoid such a drawback, for example,
there is a construction in which a pixel for focus signal
detection is provided in a pixel portion of the imaging
element separately from a pixel for an image pickup signal.
According to such a construction, the apparatus has not only
a read-out mode for live view in which the signal for image
pickup for a live view display is read out but also a read-out
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mode for focus detection and autoexposure (AE) in which
the signal for focus detection and the signal for image pickup
to be used for photometry information for autoexposure are
read out of the imaging element. Such read-out modes are
circulatively and repetitively performed every frame (refer
to Japanese Patent Application Laid-Open No. 2009-89105).

[0007] However, in Japanese Patent Application Laid-
Open No. 2009-89105, since the image signal (that is,
charges) is read out from the imaging element on a pixel unit
basis, not only it takes a time to transfer the charges but also
a transfer data amount increases, thereby increasing electric
power consumption. Further, since the image signal serving
as an output of the imaging element is processed by another
control apparatus or the like, if the transfer data amount is
large, a processing burden in the control apparatus increases.
In addition, in Japanese Patent Application Laid-Open No.
2009-89105, since the pixel for focus signal detection is
provided in the pixel portion, an area of the pixel for the
image pickup signal is eventually reduced and the pixel for
focus signal detection is not used when obtaining the image
pickup signal (image signal), so that the image quality
deteriorates.

SUMMARY OF THE INVENTION

[0008] Itis, therefore, an aspect of the invention to provide
an imaging element in which a data transfer time is short-
ened and image quality does not deteriorate.

[0009] To accomplish the above aspect, according to the
invention, an imaging element having a layered structure
which includes a first chip having a pixel portion in which
pixels each for photoelectrically converting an optical image
of an object and generating a pixel signal are arranged in a
matrix form and a second chip in which a drive unit of the
pixel portion is arranged and having a first output path for
outputting the pixel signals of at least a first pixel group in
the pixel portion and a second output path for outputting the
pixel signals of a second pixel group, comprising: a con-
version unit configured to convert the pixel signals of the
first output path and the second output path into digital
signals; and a control information generation unit configured
to generate control information of a photographing operation
of the object by using the digital signal converted by the
conversion unit, wherein at least a part of the conversion unit
is arranged in the first chip.

[0010] According to another aspect of the invention, there
is also provided an imaging apparatus comprising: a pho-
tographing optical system for forming an optical image of an
object; the foregoing imaging element for picking up the
optical image; a control unit configured to control driving of
the imaging element in accordance with an image pickup
mode of the imaging apparatus; and a display unit config-
ured to display an image on the basis of the digital signal of
the first output path of the imaging element driven by the
control unit.

[0011] Further features of the present invention will
become apparent from the following description of exem-
plary embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] The accompanying drawings, which are incorpo-
rated in and constitute a part of the specification, illustrate
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exemplary embodiments, features, and aspects of the inven-
tion and, together with the description, serve to explain the
principles of the invention.

[0013] FIG.1is ablock diagram illustrating a construction
of'an imaging apparatus using an imaging element according
to the first embodiment of the invention.

[0014] FIGS. 2A and 2B are diagrams for describing a
construction of the imaging element according to the first
embodiment of the invention.

[0015] FIG. 3 is a diagram for describing a pixel selection
in a first chip of the imaging element according to the first
embodiment of the invention.

[0016] FIG. 4 is a diagram illustrating image pickup
timing in an AF evaluation mode of the imaging apparatus
in the first embodiment of the invention.

[0017] FIG. 5 is a diagram illustrating a flowchart for the
control operation of the imaging apparatus in the first
embodiment of the invention.

[0018] FIG. 6 is a block diagram illustrating a construction
of an imaging element according to the second embodiment
of the invention.

[0019] FIG. 7 is a diagram illustrating image pickup
timing in a photometry evaluation mode of an imaging
apparatus in the second embodiment of the invention.
[0020] FIGS. 8A and 8B are diagrams illustrating an
example of a construction of a layered chip of an imaging
element according to the third embodiment of the invention.
[0021] FIG. 9is ablock diagram illustrating a construction
of'the imaging element according to the third embodiment of
the invention.

[0022] FIG. 10 is a diagram illustrating an example of a
setting of AD conversion conditions when selecting rows for
live view and when selecting rows for AF in the imaging
element according to the third embodiment of the invention.
[0023] FIGS. 11A and 11B are diagrams illustrating input/
output characteristics of an AD conversion when selecting
rows for live view and when selecting rows for AF in the
imaging element according to the third embodiment of the
invention.

[0024] FIG. 12 is a block diagram illustrating a construc-
tion of a column AD converter of an imaging element
according to the fourth embodiment of the invention.
[0025] FIG. 13 is a diagram illustrating timing for the
operation of a column AD conversion of an imaging element
according to the fourth embodiment of the invention.
[0026] FIG. 14 is a block diagram illustrating a construc-
tion of the imaging element according to the fourth embodi-
ment of the invention.

[0027] FIG. 15 is a block diagram illustrating a construc-
tion of an imaging element according to the fifth embodi-
ment of the invention.

[0028] FIG. 16 is a diagram illustrating timing for the
autofocus image pickup operation in the live view operation
in an imaging apparatus in the related arts.

DESCRIPTION OF THE EMBODIMENTS

[0029] Preferred embodiments of the present invention
will now be described in detail in accordance with the
accompanying drawings.

[0030] Various exemplary embodiments, features, and
aspects of the present invention will be described in detail
below with reference to the drawings.
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First Embodiment

[0031] FIG.1 is ablock diagram illustrating a construction
of an imaging apparatus having an imaging element accord-
ing to the first embodiment of the invention. The illustrated
imaging apparatus is applied to, for example, a digital still
camera with a moving image function or a video camera.
[0032] In the diagram, an imaging apparatus 100 has an
optical barrel 101, an imaging element 102, a drive unit 103,
a signal processing unit 104, a compression expansion unit
105, a control unit 106, a light emitting unit 107, an
operation unit 108, an image display unit 109, and an image
recording unit 110.

[0033] The optical barrel 101 has a lens unit (not shown;
hereinbelow, simply called a lens) serving as a photograph-
ing optical system and an optical mechanism unit 111. The
lens converges (that is, focuses) light (optical image) from
an object onto the imaging element 102. Although not
shown, the optical mechanism unit 111 has an AF mecha-
nism, a zoom driving mechanism, a mechanical shutter
mechanism, an iris mechanism, and the like. The optical
mechanism unit 111 is driven by the drive unit 103 under
control by the control unit 106.

[0034] The imaging element 102 according to the present
embodiment has a pixel portion 201, which will be described
hereinafter, and an A/D converter (not shown) and is a
CMOS type image sensor of what is called an XY read-out
type. The imaging element 102 executes the image pickup
operation such as exposure, signal read-out, reset, and the
like by the drive unit 103 which operates under control by
the control unit 106, and outputs an image pickup signal
(also referred to as an image signal). An AF evaluation value
detection unit 112 is provided for the imaging element 102.
On the basis of contrast information and phase difference
information which are obtained from the image signal
obtained by the imaging element 102, the AF evaluation
value detection unit 112 detects an AF evaluation value
(autofocus evaluation value) at timing which is controlled by
the control unit 106. The AF evaluation value detection unit
112 outputs the AF evaluation value to the control unit 106.

[0035] The signal processing unit 104 executes signal
processings such as white balance adjustment processing,
color correction processing, AE (Auto Exposure) process-
ing, and the like to the image signal which is an output of the
imaging element 102, under control by the control unit 106
and outputs as image data. The compression expansion unit
105 operates under control by the control unit 106. The
compression expansion unit 105 executes a compression
coding processing to the image data which is an output of the
signal processing unit 104, by a predetermined still image
data format such as a JPEG (Joint Photographic Coding
Experts Group) method or the like. The compression expan-
sion unit 105 executes an expansion decoding processing to
the coded image data transmitted from the control unit 106.
The compression expansion unit 105 may execute the com-
pression coding/expansion decoding processing to moving
image data by an MPEG (Moving Picture Experts Group)
method or the like.

[0036] The control unit 106 is, for example, a micro
controller having a CPU (Central Processing Unit), a ROM
(Read Only Memory), a RAM (Random Access Memory),
and the like. The CPU integratedly controls the whole
imaging apparatus 100 by executing a program stored in the
ROM.
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[0037] If it is determined that an exposure value of the
object is small by the AE processing by the signal processing
unit 104, the light emitting unit 107 irradiates light to the
object to illuminate the object. As a light emitting unit 107,
for example, a strobe apparatus using a xenon tube or an
LED light emitting apparatus is used.

[0038] The operation unit 108 has, for example, various
kinds of operation keys such as a shutter release button and
the like, a lever, and a dial and transmits an operation signal
corresponding to the input operation of the user to the
control unit 106.

[0039] The image display unit 109 has, for example, a
display device such as an LCD (Liquid Crystal Display) or
the like and an interface circuit for the LCD and displays an
image shown by the image data transmitted from the control
unit 106 to the display device. The image recording unit 110
is, for example, a recording medium such as portable
semiconductor memory, optical disk, HDD (Hard Disk
Drive), magnetic tape, or the like and stores the image data,
as an image file, which is compression-coded by the com-
pression expansion unit 105. The image recording unit 110
reads out the image file designated by the control unit 106
and outputs to the control unit 106.

[0040] The fundamental operation of the imaging appara-
tus 100 illustrated in FIG. 1 will now be described. The
imaging apparatus in the present embodiment has a still
image photographing mode and a moving image photo-
graphing mode as photographing modes which can be set by
the operation of the operation unit 108 and has a function for
reproducing and displaying the images which are photo-
graphed and recorded in those photographing modes.
[0041] For example, when a still image is photographed,
in the imaging element 102 prior to the image pickup, a CDS
processing and an AGC processing are sequentially executed
to the image signal which is output from a pixel 201 and,
thereafter, the obtained signal is converted into a digital
image signal by an A/D converter. The digital image signal
is output to the AF evaluation value detection unit 112 and
the signal processing unit 104.

[0042] On the basis of contrast information obtained from
the digital image signal, the AF evaluation value detection
unit 112 calculates an AF evaluation value (control infor-
mation) and outputs the AF evaluation value to the control
unit 106. The control unit 106 decides a control amount of
the optical mechanism unit 111 on the basis of the AF
evaluation value and controls the drive unit 103 in accor-
dance with the control amount. Thus, the optical mechanism
unit 111 is driven by the drive unit 103.

[0043] The signal processing unit 104 executes, for
example, an image quality correction processing to the
digital image signal, generates a camera through image
signal, and transmits the camera through image signal to the
image display unit 109 through the control unit 106. Thus,
the image display unit 109 displays the camera through
image expressed by the camera through image signal. The
user can perform an image angle adjustment while observing
the camera through image.

[0044] When a shutter release button of the operation unit
108 is depressed in this state, the image pickup signal
(digital image signal) of one frame is sent to the signal
processing unit 104 from the imaging element 102 by the
control of the control unit 106. The signal processing unit
104 executes the image quality correction processing to the
digital image signal of one frame and transmits the digital
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image signal (image data) obtained after the processing to
the compression expansion unit 105. The compression
expansion unit 105 compression-codes the image data and
transmits the coded image data to the image recording unit
110 through the control unit 106. Thus, an image file
corresponding to the picked-up still image is recorded in the
image recording unit 110.

[0045] When the image file recorded in the image record-
ing unit 110 is reproduced, the control unit 106 reads out the
selected image file from the image recording unit 110 in
accordance with an operation input from the operation unit
108. The control unit 106 sends the read-out image file to the
compression expansion unit 105 and allows the compression
expansion unit 105 to execute the expansion decoding
processing. The decoded image data is sent to the image
display unit 109 through the control unit 106. Thus, a still
image corresponding to the image data is reproduced and
displayed on the image display unit 109.

[0046] When moving image data is recorded, the digital
image signal which is output from the imaging element 102
is input to the signal processing unit 104 by the control of the
control unit 106. The image data which is sequentially
processed in the signal processing unit 104 is compression-
coded by the compression expansion unit 105. The coded
moving image data is sequentially transferred from the
compression expansion unit 105 to the image recording unit
110 and is recorded as a moving image file.

[0047] When the moving image file recorded in the image
recording unit 110 is reproduced, the control unit 106 reads
out the selected moving image file from the image recording
unit 110 in accordance with an operation input from the
operation unit 108. The control unit 106 sends the read-out
moving image file to the compression expansion unit 105
and allows the compression expansion unit 105 to execute
the expansion decoding processing. The decoded moving
image data is sent to the image display unit 109 through the
control unit 106. Thus, a moving image corresponding to the
moving image data is reproduced and displayed on the
image display unit 109.

[0048] As will be obviously understood from the above
description, in the example illustrated in FIG. 1, the control
unit 106 and the drive unit 103 function as a control unit and
a read-out control unit. The control unit 106 and the image
display unit 109 function as a display control unit.

[0049] FIGS. 2A and 2B are diagrams for describing a
construction of the imaging element 102 according to the
present embodiment. FIG. 2A is a perspective view of the
imaging element in the present embodiment. FIG. 2B is a
block diagram illustrating the construction of the imaging
element.

[0050] In FIG. 2A, the imaging element 102 has a first
chip 20 and a second chip 21 and the first chip 20 is layered
on the second chip 21. The first chip 20 has the plurality of
pixels 201 arranged in a matrix form. The first chip 20 is
layered in such a manner that a pixel array faces a light
incident side (that is, it is located on a light receiving side of
an optical image). Pixel drive circuits such as column
scanning circuits 213-a and 213-b, row scanning circuit 212,
and the like are formed on the second chip 21, and the
foregoing AF evaluation value detection unit 112 is also
formed.

[0051] As mentioned above, if the pixels 201 are formed
on the first chip 20 and the pixel drive circuits and the AF
evaluation value detection unit 112 are formed on the second
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chip 21, a manufacturing process of peripheral circuits of the
imaging element 102 and the pixel portion can be separated.
Thus, narrowing of a wire width in the peripheral circuits, a
high operation speed caused by highly-increasing a wire
density, reducing a device size, and a high functionality can
be planned.

[0052] As illustrated in FIG. 2B, on the first chip 20, the
pixels 201 are arranged in a matrix form and each pixel 201
is connected to a transfer signal line 203, a reset signal line
204, and a row selection signal line 205 in the horizontal
direction (row direction). Each pixel 201 is also connected
to column signal lines 202-g and 202-b in the vertical
direction (column direction). Each of the column signal lines
202-a and 202-b connects the pixels to different read-out
destinations on a row unit basis.

[0053] As illustrated in the diagrams, each of the pixels
201 has a photo diode PD serving as a photoelectric con-
version element, a transfer transistor M1, a reset transistor
M2, an amplifying transistor M3, a selecting transistor M4,
and a floating diffusion FD. In the example illustrated in the
diagrams, each of the transistors is an n-channel MOSFET
(MOS Field-Effect Transistor).

[0054] The transfer signal line 203, reset signal line 204,
and row selection signal line 205 are connected to gates of
the transfer transistor M1, reset transistor M2, and selecting
transistor M4, respectively. Those signal lines 203 to 205
extend in the horizontal direction to simultaneously drive the
pixels on the same row. Consequently, a rolling shutter of a
line-sequential operation type or a global shutter of a whole-
line simultaneous operation type can be controlled. Further,
the column signal line 202-a or 202-b is connected to a
source of the selecting transistor M4 on a row unit basis.

[0055] The photo diode PD accumulates the charges gen-
erated by the photoelectric conversion. A P-side of the photo
diode PD is connected to a ground and an N-side is con-
nected to a source of the transfer transistor M1. When the
transfer transistor M1 is turned on, the charges in the photo
diode PD are transferred to the FD. Since a parasitic
capacitance exists in the FD, the charges transferred to the
FD are accumulated.

[0056] A power source voltage Vdd is applied to a drain of
the amplifying transistor M3 and its gate is connected to the
FD. The amplifying transistor M3 amplifies the charges (that
is, voltage) of the FD to convert into a voltage signal. The
selecting transistor M4 selects the signal reading-out pixels
on a row unit basis by the row selection signal line 205. A
drain of the selecting transistor M4 is connected to a source
of the amplifying transistor M3. The source of the selecting
transistor M4 is connected to the column signal lines 202.

[0057] When the selecting transistor M4 is turned on by
the row selection signal line 205, a voltage signal corre-
sponding to the voltage of the FD is output to the column
signal lines 202. The power source voltage Vdd is applied to
a drain of the reset transistor M2 and its source is connected
to the FD. When the reset transistor M2 is turned on by the
reset signal line 204, the voltage of the FD is reset to the
power source voltage Vdd.

[0058] A column ADC block 211 is arranged on the
second chip 21 every column arrangement of the pixels 201
and the column ADC 211 is connected to the column signal
line 202-a or 202-b. Further, the row scanning circuit 212,
the column scanning circuits 213-g and 213-b, a timing
control circuit 214, horizontal signal lines 215-a and 215-5,
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a change-over switch 216, a frame memory 217, and the AF
evaluation value detection unit 112 are disposed on the
second chip 21.

[0059] The timing control circuit 214 controls operation
timing of the row scanning circuit 212, column scanning
circuits 213-a and 213-b, column ADC block 211, and
switch 216 under control of the control unit 106. The row
scanning circuit 212 scans each row. Each of the column
scanning circuits 213-a and 213-b scans each column. The
horizontal signal lines 215-a and 215-4 transfer output
signals (image signals) of the column ADC blocks 211 at
timing which are controlled by the column scanning circuits
213-a and 213-b.

[0060] The frame memory 217 temporarily stores the
image signal which is output from the horizontal signal line
215-b. The AF evaluation value detection unit 112 detects an
AF evaluation value in accordance with the image signal
stored in the frame memory 217 and sends the AF evaluation
value to the control unit 106. The change-over switch 216 is
a switch for selectively outputting the image signal which is
output to the horizontal signal line 215-b to one of the AF
evaluation value detection unit 112 and the signal processing
unit 104. The image signal transferred to the horizontal
signal line 215-a is sent to the signal processing unit 104.

[0061] FIG. 3 is a diagram for describing a selection
construction to read out the pixels to the column signal line
202-a or 202-b in the first chip 20 illustrated in FIGS. 2A and
2B. In FIG. 3, for example, it is assumed that the pixel
portion of (6 rowsx8 columns) is illustrated and the respec-
tive pixels are arranged according to the Bayer array.

[0062] When the apparatus enters a focus control mode by
the operation of the operation unit 108 illustrated in FIG. 1,
the control unit 106 separates the reading-out rows of the
imaging element 102 so that the image pickup for live view
and the image pickup for detection of the AF evaluation
value can be simultaneously performed. That is, the change-
over switch 216 is switched so that the horizontal signal line
215-b is connected to the frame memory 217. Thus, the
image signal for live view is output to the column signal line
202-a and the image signal for detection of the AF evalu-
ation value is output to the column signal line 202-4.

[0063] In FIG. 3, row numbers 1 and 2 indicate rows to
pick up the image for detection of the AF evaluation value
and row numbers 3 to 8 indicate rows to pick up the image
for live view. In the example illustrated in the diagram, the
read-out scan is sequentially performed on a row unit basis
and the read-out scan is repetitively performed on a 8-row
unit basis.

[0064] In the image pickup for detection of the AF evalu-
ation value, three pixels are read out among four pixels of a
same color in the vertical direction in a thinning-out manner
to attach importance to a frame rate. On the other hand, in
the image pickup for live view, one pixel is thinned out
among four pixels of a same color in the vertical direction
and three pixels are added to attach importance to image
quality. In other words, in the pickup of the image for
detection of the AF evaluation value, a first pixel group is
read out at a first frame rate. In the pickup of the image for
live view, a second pixel group is read out at a second frame
rate slower than the first frame rate.

[0065] By separately performing the image pickup for AF
scanning and the image pickup for live view every selected
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rows as mentioned above, the image signals of the frame
rates of different data sizes can be obtained for different
charge accumulation times.

[0066] Voltage signals (analog signals) which are output
from the column signal lines 202-a and 202-b are converted
from the analog signals into digital signals (image signals)
by the column ADC blocks 211 illustrated in FIGS. 2A and
2B. The image signals as outputs of the column ADC blocks
211 are read out from the column ADC blocks 211 to the
horizontal signal line 215-a or 215-b by the column scan-
ning circuit 213-a or 213-b. The image signals which are
read out to the horizontal signal line 215-a are sent to the
signal processing unit 104. The image signals which are read
out to the horizontal signal line 215-5 are output to the
switch 216 and are output to the signal processing unit 104
or the frame memory 217 under control by the control unit
106. The switching operation by the change-over switch 216
is performed on a frame unit basis.

[0067] In the AF evaluation mode (that is, autofocus
control mode), the image signals are recorded from the
horizontal signal line 215-b into the frame memory 217
through the change-over switch 216. At this time, the AF
evaluation value detection unit 112 detects the AF evaluation
value on the basis of contrast information in the image
signals recorded in the frame memory 217. The AF evalu-
ation value is sent from the AF evaluation value detection
unit 112 to the control unit 106.

[0068] In the following description, at the time of image
pickup, an output path established by the column signal line
202-a and the horizontal signal line 215-4 is called “channel
Ch1” and an output path established by the column signal
line 202-5 and the horizontal signal line 215-b is called
“channel Ch2”.

[0069] FIG. 4 is a diagram illustrating image pickup
timing in the AF evaluation mode in the camera 100 illus-
trated in FIG. 1.

[0070] As illustrated in the diagram, image pickup timing
is specified by the vertical driving pulse (VD). If the AF
evaluation mode is set, the control unit 106 raises the AF
control signal (to the H level) in response to a trailing edge
of the vertical driving pulse VD at time T0. Subsequently,
when the vertical driving pulse VD rises, the control unit 106
simultaneously starts the live view image pickup using the
channel Chl and the image pickup for AF evaluation using
the channel Ch2 synchronously with the vertical driving
pulse VD.

[0071] For a period of time of TO~TF1, the image signals
for AF evaluation which are read out of the pixel portion 201
through the channel Ch2 are stored into the frame memory
217 through the horizontal signal line 215-5 and the change-
over switch 216. For a period of time of TF1~TF2, the AF
evaluation value detection unit 112 calculates an AF evalu-
ation value by using the image signals for AF stored in the
frame memory 217. After that, for a period of time of
TF2~TF3, the AF evaluation value detection unit 112 out-
puts the AF evaluation value to the control unit 106.

[0072] The control unit 106 compares the AF evaluation
value with a predetermined AF expected value. When the AF
evaluation value satisfies a predetermined condition with the
AF expected value, the control unit 106 lowers the AF
control signal (time T1). When the AF control signal trails,
only the image pickup for AF evaluation is stopped and the
live view image pickup is continuously performed.
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[0073] In the example illustrated in the diagram, for the
period of time of the one vertical driving pulse VD, the
image for live view is picked up by one frame and the
images for AF evaluation (AF scan) are picked up by three
frames. When the control unit 106 sets the AF control signal
to the L level (time T1), the AF evaluation is finished.
[0074] In the imaging apparatus having the imaging ele-
ment according to the present embodiment mentioned
above, in the AF evaluation mode, there is no need to send
the image data to the control unit 106 through the signal
processing unit 104 and obtain the AF evaluation value. That
is, since the AF evaluation value of a small data capacity is
directly output from the imaging element 102 to the control
unit 106, the electric power can be reduced due to a decrease
in processing burden.

[0075] FIG. 5 is a diagram illustrating a flowchart for the
live view control operation in the photographing operation
of the imaging apparatus 100 in the present embodiment.
The control operation according to the flowchart illustrated
in the diagram is realized by a method whereby the control
unit 106 executes a program to control each unit.

[0076] When a power supply of the camera 100 is turned
on and the camera enters a standby state, that is, a photo-
graphing preparation state before image pickup, the control
unit 106 discriminates whether or not the camera is in the AF
evaluation mode (step S502). That is, the control unit 106
discriminates whether or not the AF evaluation mode is set.
If the AF evaluation mode is not set (NO in step S502), the
control unit 106 starts the live view image pickup (step
S503) and advances to step S515, which will be described
hereinafter. If the AF evaluation mode is set (YES in step
S502), the control unit 106 turns on the AF control signal (H
level) (step S504). Subsequently, the control unit 106 sub-
stitutes “0” into a variable “n” adapted to count the number
of times of AF evaluation image pickup, thereby initializing
(step S505).

[0077] Subsequently, as described in FIG. 4, the control
unit 106 starts the pickup of the images for AF evaluation
(step S506) and starts the pickup of the images for live view
in step S516. After the image pickup for AF evaluation is
started, the control unit 106 increases the variable n by “1”
(step S507). After that, the AF evaluation value detection
unit 112 detects an AF evaluation value AF_K in response to
the image signal for AF evaluation obtained according to the
image pickup for AF evaluation under control by the control
unit 106 (step S508).

[0078] Subsequently, the control unit 106 discriminates
whether or not the AF evaluation value AF_K satisfies the
following expression (1), that is, a predetermined evaluation
condition with respect to K_min and K_max as AF expected
values (step S509).

K _min<4F K<K max 1

[0079] The AF expected values K_min and K_max indi-
cate a minimum value and a maximum value of the AF
evaluation value which is expected and are preliminarily
recorded into the control unit 106 at the time of a design of
the camera 100 or an adjustment of the camera 100.

[0080] When the AF evaluation value AF_K does not
satisfy the expression (1) (NO in step S509), the control unit
106 obtains a feedback control amount on the basis of the AF
evaluation value AF_K. The control unit 106 drives the drive
unit 103 in accordance with the feedback control amount
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and drives a focus lens provided for the optical mechanism
unit 111 along the optical axis (step S510).

[0081] Subsequently, the control unit 106 discriminates
whether or not the variable (the number of times of AF
evaluation image pickup) n is equal to a predetermined
number (in this instance, 3) (step S511). If the number of
times of AF evaluation image pickup is less than 3 (NO in
step S511), the control unit 106 is returned to the processing
of step S506 and performs the image pickup for AF evalu-
ation. On the other hand, if the number of times of AF
evaluation image pickup is equal to 3 (YES in step S511),
the control unit 106 performs the live view display (step
S512), thereafter, is returned to the processing of step S505,
and sets the number n of times of AF evaluation image
pickup to zero.

[0082] If the AF evaluation value AF K satisfies the
expression (1) (YES in step S509), the control unit 106 turns
off the AF control signal (to the L level) (step S513), and
stops the image pickup for AF evaluation in the imaging
element 102 (step S514). The control unit 106 displays the
image corresponding to the image signal for live view which
is picked up to the image display unit 109 (step S515) and
enters a standby state.

[0083] In the flowchart illustrated in FIG. 5, the control
unit 106 stops the image pickup for AF evaluation and,
thereafter, displays the image corresponding to the image
signal obtained by the pickup of the image for live view of
step S516. When the image pickup for live view of step S503
is started, the control unit 106 advances to the processing of
step S515 and performs the live view display.

[0084] In the first embodiment of the invention, since the
image for live view and the image for AF evaluation are
simultaneously picked up as mentioned above, a time lag
caused at the time of performing the AF evaluation can be
shortened. At the time of the AF evaluation, since only the
AF evaluation value of the small data capacity is directly
sent from the imaging element 102 to the control unit 106,
a signal output burden is reduced and the electric power
consumption can be decreased.

[0085] Although the example in which the AF is per-
formed at the time of live view has been described above in
the present embodiment, the above method can be also used
to another moving image photographing without limiting to
live view. In this instance, the AF evaluation value is directly
output from the imaging element 102 to the control unit 106
and the control unit 106 controls the optical mechanism unit
111 by the drive unit 103 in accordance with the AF
evaluation value. However, the drive unit 103 may drive the
optical mechanism unit 111 in accordance with the AF
evaluation value.

[0086] As mentioned above, according to the first embodi-
ment of the invention, separately from the image pickup for
live view, the image signal of a high frame rate is generated
and, at the same time, the imaging element detects the AF
evaluation value in accordance with the image signal. There-
fore, a data transfer time is shortened and the image quality
in the live view does not deteriorate. Consequently, the
electric power consumption can be also suppressed.

Second Embodiment

[0087] Subsequently, an imaging apparatus having an
imaging element according to the second embodiment of the
invention will be described. Since a construction of the
imaging apparatus according to the second embodiment is
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similar to that of the camera illustrated in FIG. 1, its
description is omitted here. A construction of the imaging
element 102 differs from that in the first embodiment (FIG.
2B). The present embodiment will be described hereinbelow
with respect to an example of a still image photographing at
the time of the photometry operation with a light emitting
unit such as a strobe apparatus.

[0088] FIG. 6 is a block diagram illustrating the construc-
tion of the imaging element according to the present
embodiment. In FIG. 6, substantially the same component
elements as those in the imaging element illustrated in FIGS.
2A and 2B are designated by the same reference numerals
and their description is omitted here.

[0089] In the imaging element 102 illustrated in FIG. 6,
the second chip 21 has a photometry value evaluation unit
601 in place of the AF evaluation value detection unit 112.
The photometry value evaluation unit 601 is connected to
the frame memory 217 and is connected to the control unit
106. In the first chip 20, the photometry value evaluation
unit 601 calculates a color ratio and an exposure value as
photometry values on the basis of the image signals which
are read out through the column signal line 202-56 and the
horizontal signal line 215-b6 (that is, channel Ch2). The
photometry value evaluation unit 601 outputs photometry
control data such as white balance coefficient, light emitting
control amount of the light emitting unit 107, and the like to
the control unit 106 on the basis of the photometry value.
The control unit 106 sends a control command to the signal
processing unit 104 and the light emitting unit 107 in
accordance with the photometry control data and controls a
white balance correction in the signal processing unit 104
and a light emitting amount of the light emitting unit 107.
[0090] FIG. 7 is a diagram illustrating image pickup
timing in a photometry evaluation mode in the second
embodiment.

[0091] When the photometry evaluation mode is set, the
control unit 106 simultaneously starts the pickup of the
image for live view using the channel Ch1 and the pickup of
the image for photometry evaluation using the channel Ch2
synchronously with the wvertical driving pulse VD in
response to a trailing edge of the vertical driving pulse VD
at time T70. In the pickup of the image for photometry
evaluation, the pickup of the image for photometry evalu-
ation for the white balance coefficient and the light emitting
control of the light emitting unit 107 is performed. In this
instance, the pickup of the image for photometry evaluation
to calculate the white balance coefficient is called “image
pickup for white balance coefficient calculation” and the
pickup of the image for photometry evaluation to control the
light emission is called “image pickup for light emitting
control amount photometry”.

[0092] First, for a period of time of T70~T71, the image
pickup for white balance coefficient calculation is per-
formed. At this time, the image signal for white balance
coeflicient evaluation which is read out of the pixel portion
201 through the channel Ch2 is stored into the frame
memory 217 through the horizontal signal line 215-5 and the
change-over switch 216. For a period of time of T71~T72,
the photometry value evaluation unit 601 calculates the
white balance coefficient by using the image signal for white
balance coefficient evaluation stored in the frame memory
217. After that, for a period of time of T72~T73, the
photometry value evaluation unit 601 outputs the white
balance coefficient to the control unit 106. The white balance
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coeflicient which is output is used for correction of the white
balance of the image signal in the signal processing unit 104.
[0093] Subsequently, at time T73, the control unit 106
raises the light emitting control signal (to the H level) and
starts the image pickup for light emitting control amount
photometry. At time T74, the control unit 106 lowers the
light emitting control signal (to the L. level) and stops the
image pickup for light emitting control amount photometry.
Thus, for a period of time of T73~T74, the image pickup for
light emitting control amount photometry of the light emit-
ting unit 107 at the time of photographing a still image is
performed and the image signal for light emitting control
amount evaluation is stored in the light emitting unit 107.
For the period of time of T73~T74, since the light emitting
control signal is turned on, a previous light emission (that is,
pre-emitting of light) by the light emitting unit 107 is
performed, and the image pickup for light emitting control
amount photometry as an image pickup to calculate an
exposure amount of the object is performed.

[0094] For a period of time of T74~T75, the photometry
value evaluation unit 601 calculates an exposure value
regarding the object by using the image signal for light
emitting control amount evaluation stored in the frame
memory 217 and generates a light emitting control amount
on the basis of the exposure value. Subsequently, for a
period of time of T75~T76, the photometry value evaluation
unit 601 outputs the light emitting control amount to the
light emitting control amount control unit 106.

[0095] At time T76, the control unit 106 switches the
photometry evaluation mode to the still image photograph-
ing mode and turns on the light emitting control signal,
thereby allowing the light emitting unit 107 to emit light
(main emitting of light). At this time, the control unit 106
controls the light emitting amount of the light emitting unit
107 in accordance with the light emitting control amount.
Further, the control unit 106 switches the change-over
switch 216, outputs the image signal which is output through
the channel Ch2 to the signal processing unit 104, and
transfers the image signals which are read out of all pixels
in the pixel portion 201 to the signal processing unit 104.

[0096] In the example illustrated in the diagram, the
images for live view of one frame are picked up for the
period of time of the one vertical driving pulse VD, and for
this period, the image pickup for calculation of the white
balance coefficient, the calculation and output of the white
balance coefficient, the image pickup for light emitting
control amount photometry, and the calculation and output
of the light emitting control amount are performed.

[0097] In the present embodiment, since the image for live
view and the image for photometry evaluation are simulta-
neously picked up as mentioned above, a time lag caused at
the time of performing the photometry evaluation can be
shortened. At the time of the photometry evaluation, only the
photometry evaluation value (the white balance coefficient
and the light emitting control amount) of the small data
capacity is directly sent from the imaging element 102 to the
control unit 106, the signal output burden is reduced and the
electric power consumption can be decreased.

[0098] In the present embodiment, the photometry evalu-
ation value is directly sent from the imaging element 102 to
the control unit 106 and the control unit 106 controls the
signal processing unit 104 and the light emitting unit 107 on
the basis of the photometry evaluation value. However, the
photometry evaluation value may be transmitted from the
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imaging element 102 to the signal processing unit 104 and
the light emitting unit 107 so that the units 104 and 107 may
be directly controlled.

[0099] As mentioned above, in the present embodiment,
the apparatus is constructed in such a manner that separately
from the image pickup for live view, the image signal of the
high frame rate is generated by the imaging element and the
imaging element calculates the photometry evaluation value
by using the image signal. Therefore, not only the data
transfer time can be shortened but also the deterioration in
image quality in the live view can be prevented and the
electric power consumption can be suppressed.

Third Embodiment

[0100] Subsequently, the third embodiment of the inven-
tion will be described with reference to FIGS. 8A to 11B.
[0101] The imaging element illustrated in FIG. 2A has an
arrangement implementation in which the first chip 20 is
layered on the second chip 21. In the present embodiment,
an example of implementation of a signal connection
between the first chip 20 and the second chip 21 is shown.
[0102] FIGS. 8A and 8B are diagrams illustrating an
example of the implementation of the signal connection
between the first chip 20 and the second chip 21 in the
imaging element according to the third embodiment. FIG.
8A illustrates an example in which electrodes 801 each of
which is formed with a projection on the chip 20 and
electrodes 802 each of which is formed with a projection on
the chip 21 are directly electrically connected and held. FIG.
8B illustrates an example in which electrodes 803 and 804
formed on the chips 20 and 21 are mutually electrically
connected by an indirect connection device such as a wire
bonding or the like and held. In any one of the above cases,
the number of signal lines connected between the chips 20
and 21 is limited to a certain extent due to a restriction of a
physical arrangement of the electrodes formed on the chips
20 and 21, or the like. A connection resistance of each of the
signal lines connected between the chips 20 and 21 is
relatively larger than that of signal wirings in the chips and
a delicate analog signal or the like is liable to be influenced
by noises due to such a large connection resistance.
[0103] In the first and second embodiments, the construc-
tion in which the pixel signals which are read out from the
pixel portion 201 are transferred, as analog signals, from the
chip 20 to the chip 21 through the column signal lines 202-a
and 202-b. On the other hand, in the third embodiment, the
column ADC 211 disposed on the chip 21 is shifted and
arranged to the chip 20 side, and the pixel signals which are
transferred from the chip 20 to the chip 21 are replaced by
the digital output signal of the column ADC 211, thereby
increasing noise immunity.

[0104] Subsequently, an imaging apparatus having the
imaging element according to the present embodiment will
be described. A construction of the imaging apparatus in the
present embodiment is similar to that of the first embodi-
ment illustrated in FIG. 1 and a construction of the imaging
element 102 differs from that of the imaging element in the
first embodiment illustrated in FIG. 2B.

[0105] FIG. 9 is a block diagram illustrating the construc-
tion of the imaging element according to the present
embodiment. In FIG. 9, substantially the same component
elements as those in the imaging element illustrated in FIG.
2A are designated by the same reference numerals and their
description is omitted here.
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[0106] Inthe imaging element 102 illustrated in FI1G. 9, as
a connection destination of the column signal lines 202-a
and 202-b, the column ADC 211 is disposed on the first chip
20 every column. The output signals of the column ADC 211
are time-sequentially read out to the horizontal signal lines
215-a and 215-b by the column scanning circuits 213-a and
213-b, respectively. The horizontal signal lines 215-a and
215-b are output signal lines from the chip 20. The digital
pixel signals which are read out to the horizontal signal line
215-a are sent to the signal processing unit 104 as output
signals from the chip 20. On the other hand, the digital pixel
signals which are read out to the horizontal signal line 215-b
are sent to the switch 216 in the chip 21 as output signals
from the chip 20. Since other component elements and their
operations are similar to those in the case of the first
embodiment, their description is omitted here.

[0107] As described above in the first embodiment, by
separately performing the image pickup for AF scanning and
the image pickup for live view every selected row, the image
signals of the frame rates of the different data sizes can be
obtained for the different charge accumulation times. Fur-
ther, if it is intended to raise the frame rate of the image
pickup for AF scanning, it is effective that the operation
conditions of the column ADC 211 in the image pickup for
AF scanning and those in the image pickup for live view are
set to different conditions.

[0108] FIG. 10 illustrates an example in which the opera-
tion conditions such as conversion resolving power [the
number of bits], conversion gain [times], conversion time
(conversion rate) [usec], and the like are switched for the
column ADC 211 when selecting rows for live view and
when selecting rows for AF as illustrated in FIG. 3.

[0109] In the example of FIG. 10, as compared with the
image pickup for live view, in the image pickup for AF
scanning, the conversion resolving power is reduced from
10 bits to 8 bits and the conversion gain (input/output ratio)
at the time of AD conversion is switched to a value which
is k times as high as that at the time of the image pickup for
live view. Unlike the image pickup for live view, according
to the image pickup for AF scanning, since an image for
display is not formed, if the AF evaluation value can be
merely accurately detected, it is not always necessary to
certainly maintain the same level as for the conversion
resolving power [the number of bits]. Rather than that, a
high operation speed owing to the reduction in conversion
time is needed in many cases.

[0110] By the above construction, according to the AD
conversion method, the AD operation speed is raised and
while the deterioration in sensitivity due to the short charge
accumulation time is compensated, the AD conversion time
can be shortened to the time which is k/4 times as large as
that in the image pickup for live view. The AD operation will
be described in detail hereinafter.

[0111] FIGS. 11A and 11B are diagrams illustrating input/
output characteristics in the column ADC 211 when select-
ing the rows for live view (FIG. 11A) and when selecting the
rows for AF (FIG. 11B) at this time.

[0112] Although the third embodiment is described as an
implementation of the signal connection between the first
chip 20 and the second chip 21 in the imaging element
according to the first embodiment, it may be applied to the
imaging element according to the second embodiment.
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Fourth Embodiment

[0113] Subsequently, a construction of an imaging appa-
ratus having an imaging element according to the fourth
embodiment of the invention will be described. Since the
construction of the imaging apparatus in the present embodi-
ment is similar to that of the first embodiment (FIG. 1), its
description is omitted here. In the present embodiment, a
construction of the imaging element differs from that of the
imaging element in the first embodiment.

[0114] In the third embodiment, the whole circuitry of the
column ADC 211 is arranged in the chip 20 and the digital
horizontal signal lines 215-a and 215-b are set to the output
signal lines from the chip 20, thereby raising the noise
immunity of the pixel signals. However, since a scale of the
whole circuitry of the column ADC 211 disposed every
column is large and the high operation speed is also neces-
sary, it is not so desirable that they are arranged in the chip
20 in which the pixel portion 201 exists. Rather than that, in
a digital circuit of a relatively large scale, from a viewpoint
of the high operation speed and the low electric power
consumption, it is desirable that they are arranged in the chip
21 in which narrowing of the wire width of the circuit
elements and wirings can be attained with more possibility
than the case of the chip 20 in which the pixel portion 201
exists. Therefore, in the present embodiment, a part of the
circuit block of the column ADC 211 is moved into the chip
20 and the signals which are transferred from the chip 20 to
the chip 21 are converted into digital signals. By such a
construction, while maintaining the noise immunity, an
increase in circuit scale in the chip 20 can be prevented.

[0115] FIG. 12 is a diagram illustrating an internal con-
struction of the general column ADC 211. In the diagram, a
reference voltage as an output of a lump signal generator
1201 is connected to a positive input of a comparator 1204,
a signal potential of the analog pixel signal is connected to
a negative input of the comparator 1204, and they are
compared and discriminated. An output of a counter 1202
for counting a time is connected to a memory 1203 for
temporary storage and is held in the memory 1203 at timing
of a leading edge of a determination signal serving as an
output of the comparator 1204.

[0116] FIG. 13 is a diagram for describing the AD con-
version operation of the column ADC 211. In the diagram,
in a graph portion, an axis of abscissa indicates a time and
an axis of ordinate indicates a change of an output level of
the lump signal generator 1201 which is input to the com-
parator 1204 and a level of the pixel signal. A pixel signal
level VS is decided and a lump signal and the operation of
the counter are started from a 0 start point of the time. By
holding a counter output at a cross point of the pixel signal
level VS and the lump signal, a digital value corresponding
to the pixel signal level, that is, an AD conversion value can
be obtained.

[0117] The resolving power (the number of bits) at the
time of the AD conversion can be set by a method whereby
a time which is required until the lump signal reaches a full
level VF (normally being positioned at neighborhood of a
saturation level) of the pixel signal is adjusted by an incli-
nation of a slope of the lump signal. For example, if the
resolving power is equal to 10 bits, it is sufficient to set the
slope into such an inclination that the time (count number)
which is required until the lump signal reaches the full level
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VF is equal to 1024 (=2'°). By decreasing the inclination of
the slope of the lump signal, the conversion gain can be also
raised.

[0118] In the example of FIG. 13, at the time of the image
pickup for live view and at the time of the image pickup for
AF scanning, the inclination of the slope of the lump signal
is adjusted and AD conversion conditions similar to those
shown in FIG. 10 are switched. That is, at the time of the
image pickup for live view, the resolving power of the AD
conversion is switched to 10 bits, and at the time of the
image pickup for AF scanning, the resolving power is
switched to 8 bits. Further, by decreasing the inclination of
the slope of the lump signal so that the lump signal is
multiplied by a predetermined gain k [times], the conversion
gain which is (k/4) times as large as that in the case of the
image pickup for live view is obtained and the conversion
time of (k/4) times is shortened.

[0119] FIG. 14 is a block diagram illustrating the con-
struction of the imaging element according to the present
embodiment. In FIG. 14, substantially the same component
elements as those in the imaging element illustrated in FIG.
2A are designated by the same reference numerals and their
description is omitted here.

[0120] In the imaging element 102 illustrated in FIG. 14,
as a connection destination of the column signal lines 202-a
and 202-b, the comparator 1204 forming a part of the circuit
construction of the column ADC 211 is disposed in the first
chip 20 every column. In a manner similar to the construc-
tion illustrated in FIG. 12, the column ADC 211 is con-
structed by the lump signal generator 1201, counter 1202,
memory 1203 for temporary storage, and comparator 1204
and all of the component elements other than the comparator
1204 are disposed in the second chip 21.

[0121] Two generators such as lump generator 1201-a for
generating a reference signal of the column signal line 202-a
and lump generator 1201-5 for generating a reference signal
of the column signal line 202-5 are disposed for the lump
generator 1201, and each reference signal is sent to the
corresponding comparator of each column. An output of the
comparator 1204 is output every column as an output signal
line from the chip 20 and is transferred to a control terminal
of the corresponding memory 1203 for temporary storage
disposed on the chip 21 every column.

[0122] An output of the counter 1202 which is common to
all columns is sent to a data input terminal of the memory
1203 for temporary storage. The counter output is held in
accordance with the timing of the output of the comparator
1204 of each column. Data outputs of the memories 1203 for
temporary storage of each column are time-sequentially read
out to the horizontal signal lines 215-a and 215-b by the
column scanning circuits 213-a and 213-b. The horizontal
signal lines 215-a and 215-b are output as output signal lines
from the chip 20, respectively. The digital pixel signals
which are read out to the horizontal signal line 215-a are sent
to the signal processing unit 104 as output signal lines from
the chip 20. The digital pixel signals which are read out to
the horizontal signal line 215-5 are sent to the switch 216 in
the chip 21 as output signal lines from the chip 20. Since
other component elements and their operations are substan-
tially similar to those in the case of the foregoing first
embodiment, their description is omitted here.
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Fifth Embodiment

[0123] Subsequently, a construction of an imaging appa-
ratus having an imaging element according to the fifth
embodiment of the invention will be described. Since the
construction of the imaging apparatus in the present embodi-
ment is similar to that of the first embodiment illustrated in
FIG. 1, its description is omitted here. In the present
embodiment, a construction of the imaging element 102
differs from that of the imaging element in the first embodi-
ment.

[0124] The fifth embodiment has a construction in which
circuits necessary at the time of the image pickup for AF
scanning are inserted in the chip 20. By this construction,
such a structure that the pixel signals at the time of the image
pickup for AF scanning are output from the chip 20 is
avoided, thereby reducing the number of signal lines and
enabling an influence of noises on the pixel signals at the
time of the image pickup for AF scanning to be eliminated.
[0125] FIG. 15 is a block diagram illustrating the con-
struction of the imaging element according to the present
embodiment. In FIG. 15, substantially the same component
elements as those in the imaging element illustrated in FIG.
2A are designated by the same reference numerals and their
description is omitted here.

[0126] In FIG. 15, as a connection destination of the
column signal line 202-a, a column ADC 211-a is disposed
on the second chip 21 every column and the column signal
line 202-a is connected to the chip 21 as an output signal line
from the chip 20. Output signals of the column ADC 211-a
are time-sequentially read out to the horizontal signal line
215-a by the column scanning circuit 213-a. The horizontal
signal line 215-a is guided to the signal processing unit 104
as an output signal line from the chip 21. On the other hand,
as a connection destination of the column signal line 202-5,
a column ADC 211-5 is disposed on the first chip 20 every
column. Output signals of the column ADC 211-b6 are
time-sequentially read out to the horizontal signal line 215-5
by the column scanning circuit 213-4.

[0127] The frame memory 217 and the AF evaluation
value detection unit 112 are further disposed on the chip 20.
Thus, the digital pixel signals which are read out to the
horizontal signal line 215-6 are supplied to the frame
memory 217 and the AF evaluation value is detected in the
chip 20 by the AF evaluation value detection unit 112. The
detected AF evaluation value is sent to the control unit 106
as an output signal from the chip 20.

[0128] If the column ADC 211-4, frame memory 217, AF
evaluation value detection unit 112, and the like as circuits
which are necessary at the time of image pickup for AF
scanning are arranged in the chip 20 in which the pixel
portion 201 exists, a circuit scale of the chip 20 increases.
Such a construction is not so desirable from a viewpoint of
realization of low electric power consumption. Therefore,
when those circuits are arranged in the chip 20, a device to
reduce the circuit electric power is also necessary.

[0129] For this purpose, also in the present embodiment,
by a method similar to that in the third or fourth embodi-
ment, the operation conditions are switched for the column
ADC 211-a when selecting the rows for live view and the
column ADC 211-b when selecting rows for AF, respec-
tively. By this method, owing to the reduction of the
conversion time in the column ADC 211-5 when selecting
rows for AF, the electric power of the column ADC 211-b of
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each column after the conversion is saved and the electric
power in the chip 20 can be reduced by an amount corre-
sponding to the saved power.

[0130] As for the frame memory 217, it is necessary to set
the minimum memory capacity which is limited to the
evaluation area of the image pickup signal for AF scanning.
As for the AF evaluation value detection unit 112 as well, it
is necessary to design a logic in which the circuit scale and
the electric power consumption are suppressed.

[0131] Although the invention has been described above
with respect to the embodiments, the invention is not limited
to those embodiments but various modifications within a
range without departing from the essence of the invention
are also incorporated in the invention.

[0132] For example, as a control method of the functions
of the foregoing embodiments, it is sufficient that the control
unit controls each unit of the imaging apparatus so as to
execute those functions. It is also possible to allow a
computer provided for the imaging apparatus to execute the
programs having the functions of the foregoing embodi-
ments as a control program. The control program is recorded
into, for example, a computer-readable storage medium.
Each of the foregoing control method and the control
program has at least a control step and a display control step.

Other Embodiments

[0133] Embodiments of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer-executable instructions recorded
on a storage medium (e.g., non-transitory computer-readable
storage medium) to perform the functions of one or more of
the above-described embodiment(s) of the present invention,
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer-executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s). The computer may comprise one
or more of a central processing unit (CPU), micro processing
unit (MPU), or other circuitry, and may include a network of
separate computers or separate computer processors. The
computer-executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.
[0134] While the present invention is described with ref-
erence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.
[0135] This application claims the benefit of Japanese
Patent Application No. 2013-137064, filed on Jun. 28, 2013,
which is hereby incorporated by reference herein in its
entirety.

1.-20. (canceled)

21. An imaging element comprising:

a pixel portion in which pixels, each for photoelectrically

converting an optical image of an object and generating
a pixel signal, are arranged in a matrix form;
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a first converter that converts at least pixel signals of a
first pixel group in the pixel portion into first digital
signals;

a second converter that converts pixel signals of a second
pixel group in the pixel portion into second digital
signals;

a control information generator that generates control
information of a photographing operation of the object
by using the first digital signals;

an image data output portion that outputs the second
digital signals as image data; and

a control information output portion that outputs the
control information independently from the image data.

22. The element according to claim 21, wherein the pixel
portion is arranged in a first chip, and the control informa-
tion generator and the control information output portion are
arranged in a second chip which is different from the first
chip.

23. The element according to claim 22, wherein the first
converter and the second converter are arranged in the first
chip.

24. The element according to claim 22, wherein the first
converter and the second converter are arranged in the
second chip.

25. The element according to claim 22, wherein the first
converter is arranged in the first chip, and the second
converter is arranged in the second chip.

26. The element according to claim 21, further comprising
a switch portion that selectively outputs the first digital
signals to the control information generator.

27. The element according to claim 22, wherein the first
chip and the second chip are stacked on each other,

and further comprising a connection portion that mutually
electrically connects the first chip and the second chip,
wherein the first chip is located on a light receiving side
of the optical image.

28. The element according to claim 21, wherein the

control information includes an autofocus evaluation value.

29. The element according to claim 21, wherein the
control information includes a photometry evaluation value.

30. The element according to claim 21, wherein the
control information includes a white balance coefficient.

31. The element according to claim 21, wherein the pixel
signals of the first pixel group are read-out at a first frame
rate, and the pixel signals of the second pixel group are
read-out at a second frame rate lower than the first frame
rate.

32. The element according to claim 21, wherein a con-
version condition of the first converter and a conversion
condition of the second converter differ.

33. The element according to claim 32, wherein the
conversion condition includes one of a conversion rate, a
conversion resolving power, and a conversion gain.

34. An imaging apparatus comprising:

an imaging element including:

a pixel portion in which pixels, each for photoelectri-
cally converting an optical image of an object and
generating a pixel signal, are arranged in a matrix
form;

a first converter that converts at least pixel signals of a
first pixel group in the pixel portion into first digital
signals;
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a second converter that converts pixel signals of a
second pixel group in the pixel portion into second
digital signals;

a control information generator that generates control
information of a photographing operation of the
object by using the first digital signals;

an image data output portion that outputs the second
digital signals as image data; and

a control information output portion that outputs the
control information independently from the image
data; and

a processor that performs a predetermined signal process-

ing on the image data.

35. The imaging apparatus according to claim 34, further
comprising a display portion that displays an image on the
basis of the image data.

36. The imaging apparatus according to claim 34, further
comprising an optical system for forming an optical image
of an object.
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